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Abstract

We prove uniform convexity of solutions to the capillarity boundary value problem for fixed
boundary angle in (0, π/2) and strictly positive capillarity constant provided that the base
domain Ω ⊂ R

2 is sufficiently close to a disk in a suitable C4-sense.

1 Introduction

The goal of the present note is to investigate convexity properties of classical solutions u : Ω → R to
the capillarity equation

div


 ∇u√

1 + |∇u|
2


 = κu, in Ω, (1)

together with the (fully) nonlinear boundary condition

∇u√
1 + |∇u|

2
· ν = cos(γ), on ∂Ω. (2)

Here, Ω ⊂ R
2 denotes a bounded smooth domain with exterior unit normal ν : ∂Ω → S

1, κ > 0 and
γ ∈ [0, π] are physical constants. A profound explanation of the physical background together with a
number of historical remarks can be found in Finn’s monograph [4, Chapter 1]. The boundary value
problem (1, 2) goes back to Laplace, Young and Gauß and models the following physical situation,
see also Figure 1. A vertical capillary tube with horizontal cross section Ω is put into a huge container
filled with liquid up to the zero-reference-level. Above the liquid, the space is filled with a specific
gas. The solution u : Ω → R describes in how far the capillary surface deviates inside the capillary
tube from the zero reference level, which is also the equilibrium shape of the surface in case that
the tube is not present. The capillarity constant κ > 0 depends on the interplay of surface tension
(i.e. the interaction between liquid and gas) and gravity while the constant angle γ ∈ [0, π] between
the lower normal of the capillary surface and the exterior normal of the capillary tube depends on
the interaction between the liquid, gas and the material of the tube. We observe that when u is a
solution to (1, 2), then −u solves the same boundary value problem with γ replaced by π − γ. For
this reason we may confine ourselves in what follows to γ ∈ [0, π/2].

Since the differential equation (1) is not uniformly elliptic and the boundary condition (2) is
(fully) nonlinear developing existence theories was somehow involved.

On the one hand one may first minimise the corresponding functional to obtain BV -solutions
which under suitable conditions on Ω turn out to be smooth. In this context one has to mention

∗This note is an abridged version of the second author’s diploma thesis [13] written under the guidance of the first
author.
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Figure 1: Capillary surface

authors like Emmer, Finn, Gerhardt, Giusti, Miranda (see e.g. [3, 5, 6, 7, 9, 16]), for further references
and a comprehensive exposition one may also see Finn’s monograph [4, Chapter 7].

Here, however, we shall use the theory based on a priori estimates in classical Hölder spaces and
fixed point arguments. According to works of Simon, Spruck, and Liebermann [14, 17, 19], in bounded
C4-domains Ω one has a unique solution u ∈ C3,α(Ω)∩C∞(Ω) for some suitable α ∈ (0, 1) in the case
γ ∈ (0, π/2]. If γ = 0 one has a solution u ∈ C0(Ω)∩C∞(Ω) in the sense that u is the uniform limit
of smooth solutions uγ for γ ց 0. The seemingly unnatural strong regularity requirements on the
domain Ω are due to the fully nonlinear character of the boundary conditions. Uniqueness of these
solutions is immediate thanks to a suitable comparison principle, see [4, Chapter 5]. One should
observe that in the case γ = π/2 one has the trivial solution u(x) ≡ 0 so that this case need not
be considered in what follows. Moreover, as discussed in [4, Chapter 5], those comparison principles
allow for a number of interesting results on geometric, qualitative and quantitative properties of
solutions.

In this respect, a particularly interesting and still widely open question concerns the possible
convexity of solutions. Brulois [2] considered the case of Ω a disk and proved that for any γ ∈ [0, π/2)
these (due to uniqueness) radially symmetric solutions are uniformly convex, see Lemma 11 below.
Korevaar [10] proved convexity of solutions for strictly convex C1-smooth domains under the extreme
boundary condition γ = 0, i.e. infinite slope at the boundary ∂Ω. On the other hand, if γ ∈ (0, π/2),
there exist smooth convex domains Ω such that ∂Ω contains an edge with a sufficiently small angle,
which in a suitable way is smoothly rounded over, where the corresponding solution is no longer
convex. See [10, Theorem 2.4] and also [4], Theorem 5.5 and the remark at the end of Chapter
5.5. One would expect convexity of solutions if, depending on the boundary angle γ ∈ (0, π/2), the
boundary curvature of the uniformly convex domain does not deviate too much from a constant.
Our main result is a first step in this direction. It shows that the convexity property of the radial
solution in any disk persists under sufficiently small C4-domain perturbations.

Theorem 1. Suppose that κ > 0 and γ ∈ (0, π/2). We consider a disk BR(x0) and for some small
µ > 0, a neighbourhood U := BR+µ(x0). Then there exists an ε = ε(µ,R, κ, γ) > 0 such that the
following holds true:

Consider any C4-diffeomorphism Φ : U → Φ(U) and ΩΦ := Φ(BR(x0)) ⊂ R
2 with exterior unit

normal νΦ : ∂ΩΦ → S
1 such that ‖Φ − Id ‖C4(Ω) < ε. Then the solution uΦ ∈ C3(ΩΦ) of the

capillarity boundary value problem

div


 ∇uΦ√

1 + |∇uΦ|
2


 = κuΦ, in ΩΦ,

∇uΦ · νΦ√
1 + |∇uΦ|

2
= cos(γ), on ∂ΩΦ,

is uniformly convex.

The first key observation in proving this result is that the classical C1,α-estimates (see Spruck’s
work [19] and references therein) are uniform for families of simply connected C4-smooth domains
as long as they obey the same quantitative bounds specified in Proposition 8 below. It is explained
in Section 2 that all the underlying computations are in principle constructive and the estimation
constants are in principle explicit.
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Then, using an argument of Ladyzhenskaya and Uraltseva (see [11, Chapter 10, pp. 463–465])
we show by means of a proof by contradiction a C2,β-stability result for the solutions with respect
to small C4-domain perturbations. See Theorem 9 below. In view of the uniform convexity of radial
solutions in balls due to Brulois (see [2] and also Lemma 11) this yields the proof of Theorem 1 which
is given in Section 4.

Most of our notation is quite standard and mostly adopted from [8].

2 Uniform C
1,α-estimates

C1,α-estimates for solutions of (1, 2) are well known. The goal of this section is to recall them step by
step, to provide references and to explain the reason that these are uniform for families of domains
as considered in Theorem 1.

2.1 Maximum estimates

Since we may restrict ourselves to γ ∈ [0, π/2] we observe first that solutions of (1, 2) are positive.

Lemma 2. Let Ω ⊂ R
2 be a bounded C1-smooth domain, κ > 0, γ ∈ [0, π/2]. Then any solution

u ∈ C1(Ω) ∩ C2(Ω) of the capillarity problem (1, 2) satisfies either u > 0 in Ω or u ≡ 0 in Ω.

Proof. This is a direct consequence of the comparison principle [4, Theorem 5.1].

For the notion of interior and exterior sphere condition, which will be used frequently in what
follows, see e.g. [8, p. 27].

Lemma 3. Let Ω ⊂ R
2 be a bounded C1-smooth domain, κ > 0, γ ∈ [0, π/2] and assume that

u ∈ C1(Ω) ∩ C2(Ω) solves the capillarity problem (1, 2).

(a) On Br(xM ) ⊂ Ω, one has

sup
x∈Br(xM )

|u(x)| ≤
2

κr
+ r.

(b) If Ω satisfies an interior sphere condition with radius r then it holds:

sup
x∈Ω

|u(x)| ≤
2

κr
+ r.

(c) If ∂Ω is C2-smooth there exists a constant C = C(Ω, κ), independent of γ, such that

sup
x∈Ω

|u(x)| ≤ C.

Proof. See [4, Theorem 5.2]. One should always have in mind that C2-smooth domains satisfy
interior and exterior sphere conditions. The radius may be chosen even uniformly for C2-smooth
families of domains, where this notion has to be understood in the spirit of Theorem 1.

2.2 A gradient maximum principle

Lemma 4. Let Ω ⊂ R
2 be a bounded C1-smooth domain, κ > 0 and u ∈ C1(Ω)∩C3(Ω) be a solution

of the capillarity equation

div


 ∇u√

1 + |∇u|
2


 = κu, in Ω.

then one has
sup
Ω

|∇u| = sup
∂Ω

|∇u|.

Proof. See [8, Theorem 15.1].
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2.3 Interior gradient bounds

In view of the preceding gradient maximum principle one may think that in order to achieve global
gradient bounds it is enough to deduce boundary gradient estimates. The derivation of these (see
Proposition 6 below), however, makes somehow unexpectedly use of the following interior gradient
estimates.

Lemma 5. Let Ω ⊂ R
2 be a bounded domain, Ω′

⋐ Ω be any subdomain, κ > 0, M > 0. Then there
exists a constant CI = CI(dist(Ω

′, ∂Ω),M, κ) such that for any solution u ∈ C2(Ω) of the capillarity
equation

div


 ∇u√

1 + |∇u|
2


 = κu, in Ω

obeying supΩ |u| ≤ M ∈ R one has the following

sup
Ω′

|∇u| ≤ CI .

Proof. See [12, Theorem 4].

2.4 Global gradient estimates

In view of the gradient maximum principle above it suffices to deduce boundary gradient estimates.
We begin with recalling estimates for the tangential derivative.

From now on we assume for simplicity the bounded domains Ω ⊂ R
2 to be always simply con-

nected, i.e. that every closed curve in Ω is there null-homotopic. As a consequence, (see [18]) we
have that by duality the boundary ∂Ω is connected.

Proposition 6. There exists a universal combinatorial constant Cuniv > 0, which can be calculated
explicitly such that the following holds true.

Let Ω ⊂ R
2 be a simply connected bounded C4-smooth domain, κ > 0, γ ∈ (0, π/2]. We assume

that c ∈ C4(R; ∂Ω) is a periodic parametrisation by arclength of the boundary ∂Ω which is positively
oriented such that (−ċ2, ċ1) gives the interior unit normal. Let K ∈ C2(R) denote the boundary
curvature which is defined by (

c̈1

c̈2

)
= K

(
−ċ2

ċ1

)
.

Take ε > 0 small enough such that

2ε sup
R

|K| ≤ 1 and ∀(r, s) ∈ [0, ε]× R :

(
c1(s)− rċ2(s)
c2(s) + rċ1(s)

)
∈ Ω (3)

yields a smooth regular and (up to periodicity with respect to s) smoothly invertible parametrisation
of the ε-strip along ∂Ω. We choose further εI ∈ (0, ε) and consider the compactly contained subset

Ω′ := {x ∈ Ω : dist(x, ∂Ω) > εI} ⋐ Ω.

For any numbers M > 0, CI > 0 consider a solution u ∈ C3(Ω) of the capillarity problem (1, 2)
obeying

sup
Ω

|u| ≤ M and sup
Ω′

|∇u| ≤ CI .

Then the tangential derivatives of u along ∂Ω satisfy the following estimate:

sup
s∈R

|∇u(c(s)) · ċ(s)| ≤ Cuniv max

{
ε sup

R

|K′|M,κ−1 sup
R

|K′|,

κ−1ε2 sup
R

|K′|2, κ−1ε sup
R

|K′′|, CI

}
.
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Proof. The proof of this result is based on a closer analysis of the C1-bounds from Spruck’s paper
[19]. There the bounds on the tangential derivatives are not stated in this explicit way. We will
briefly outline the strategy of proof here.

Within the ε-strip along ∂Ω, by means of the parametrisation

φ : [0, ε]× R → R
2, (r, s) 7→

(
c1(s)− rċ2(s)
c2(s) + rċ1(s)

)
,

the capillarity problem (1, 2) is transformed to the following problem for u := u ◦ φ:

κu =
1

1− rK

(
∂

∂r

[
(1− rK)

ur

W

]
+

∂

∂s

[
(1− rK)−1 us

W

])
, in [0, ε]× R, (4)

cos(γ) = −
ur√

1 + u2
r + u2

s

, on {0} × R. (5)

The modulus of the “tangential” derivative |us| attains its maximum in some (r0, s0) ∈ [0, ε] × R.
According to [19] one has to distinguish the three cases r0 = ε, 0 < r0 < ε, and r0 = 0.

In the case r0 = ε we use the assumption on the gradient bound in Ω′. This allows for the
following estimate

|us(r0, s0)| = (1− r0K(s0))|ċ(s0) · ∇u(φ(r0, s0))| ≤
3

2
|∇u(φ(r0, s0))| ≤

3

2
CI(εI ,M, κ).

For the case 0 < r0 < ε the transformed capillarity equation (4) has to be differentiated with respect
to s. It turns out that from the term κus of the differentiated equation, by estimating the right-hand
side, one can obtain a bound on |us| in terms of ε, M , κ−1, supR |K′| and supR |K′′|. In the case
r0 = 0 one has to first differentiate the boundary condition (5) with respect to s to find that also in
this case (r0, s0) is a critical point of us. Then one proceeds similarly as in the case 0 < r0 < ε with
some obvious simplifications thanks to r0 = 0.

Since the bound on |us| depends among others on K′′, it seems to be unavoidable to formulate
our results in the restricted class of C4-smooth domains and C4-perturbations.

For an extensive version of these calculations one may see also the second author’s thesis [13, pp.
32–39]. One observes that for C4-smooth families of domains in the sense of Theorem 1, in view of
Lemmas 3 and 5, one may choose the same M and CI for the whole family.

From the previous estimate and the boundary condition (2), bounds for the normal derivative
and hence for the full gradient on ∂Ω are immediate. We combine all the previous results of this
section into the following corollary.

Corollary 7. Let Ω ⊂ R
2 be a bounded simply connected C4-smooth domain, κ > 0 and γ ∈ (0, π/2].

Then, there exists a constant C = C(Ω, κ, γ) such that for each solution u ∈ C3(Ω) of the capillarity
problem (1, 2) one has

sup
Ω

|∇u| ≤ C.

For C4-smooth families of domains, close to Ω in the sense of Theorem 1, one may choose the same
uniform constant.

2.5 C
1,α-bounds

Proposition 8. We suppose that Ω ⊂ R
2 is a simply connected bounded C4-smooth domain, let

R > 0 be such that Ω satisfies an exterior as well as an interior sphere condition with radius R. Let
κ > 0, γ ∈ (0, π/2] and u ∈ C3(Ω) be a solution of the capillaritity problem (1, 2). Let the boundary
∂Ω be parametrised by arclength and let K be the corresponding curvature.

We assume that we have bounds SK ≥ 0, SK′ ≥ 0, CC0 ≥ 0 and CC1 ≥ 0 for K and u, respectively:

sup
R

|K| ≤ SK, sup
R

|K′| ≤ SK′ , sup
Ω

|u| ≤ CC0 , sup
Ω

|∇u| ≤ CC1 .

Then there exist constants α ∈ (0, 1) and CC1,α > 0 which depend explicitly and only on κ, γ, SK,
SK′ , CC0 , CC1 and R such that u obeys the bound

‖u‖C1,α(Ω) ≤ CC1,α .
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Proof. It is well known (see e.g. [8, Chapter 15.1]) that the derivatives of u also solve a differential
equation closely related to (1). The coefficients depend on ∇u, but the C1-estimates of Corollary 7
ensure that these enjoy quantitative properties which are sufficient for what follows. As for the
derivation of C0,α-bounds for ∇u close to ∂Ω we may adapt the reasoning from [11, pp. 466–468].
For interior C0,α-bounds for ∇u we refer to [8, Theorem 8.24]. For an extensive exposition one may
see [13, pp. 42–55].

3 A C
2,β-stability result

Theorem 9. Let Ω ⊂ R
2 be a simply connected bounded C4-smooth domain with exterior unit normal

ν : ∂Ω → S
1, U = {x ∈ R

2 : dist(x,Ω) < µ} for some small enough µ > 0 a neighbourhood. Suppose
that κ > 0, γ ∈ (0, π/2] und α ∈ (0, 1). We consider a sequence (Φk)k∈N of C4-diffeomorphisms
Φk : U → Φk(U) obeying

‖Φk − Id ‖C4(Ω) → 0, (k → ∞). (6)

Let Ωk := Φk(Ω) ⊂ R
2 denote the C4-smooth image domains and νk : ∂Ωk → S

1 their exterior unit
normals. We consider further boundary angles (γk)k∈N ⊂ (0, π/2] converging to γ:

γk → γ, k → ∞. (7)

Let uk ∈ C3(Ωk) be the uniquely determined solutions of the capillarity problems

div


 ∇uk√

1 + |∇uk|
2


 = κuk, in Ωk,

∇uk · νk√
1 + |∇uk|

2
= cos(γk), on ∂Ωk. (8)

We assume that there exists a uniform bound CC1,α > 0 such that

∀k ∈ N : ‖uk‖C1,α(Ωk)
≤ CC1,α . (9)

Then for any β ∈ (0, α), the sequence ûk := uk ◦Φk ∈ C3(Ω) converges in C2,β(Ω) to the solution
u ∈ C3(Ω) of the boundary value problem

div


 ∇u√

1 + |∇u|
2


 = κu, in Ω,

∇u · ν√
1 + |∇u|

2
= cos(γ), on ∂Ω. (10)

Proof. The proof is given by contradiction following ideas and arguments by Ladyzhenskaya and
Ural’tseva, see [11, Chapter 10, pp. 463–465]. We choose some β̃ ∈ (β, α) and keep this fixed in
what follows.

We shall first prove by contradiction boundedness of ‖ûk‖C2,β̃(Ω). We shall select a convergent

subsequence in C1,β̃(Ω) and deduce a linear elliptic differential equation satisfied by differences
of elements of this sequence. Linear elliptic estimates will then allow for deducing a contradiction.

Once boundedness in C2,β̃(Ω) is shown the stated convergence follows with the help of a compactness
argument.

In what follows we use the following notation

aij : R
2 → R, p 7→

δi,j√
1 + |p|2

−
pipj

(1 + |p|2)
3
2

, i, j ∈ {1, 2},

a : R2 → R
2, p 7→

p√
1 + |p|2

.

Since the sequence (Φk)k∈N is uniformly bounded in C4(Ω) we obtain from (9) also a uniform C1,α(Ω)-
bound C̃C1,α = C̃C1,α(CC1,α , (Φk)k∈N,Ω) for the transformed sequence (ûk)k∈N. We choose C̃C1,α

such that

∀k ∈ N : ‖uk‖C1,α(Ωk)
+ ‖ûk‖C1,α(Ω) ≤ C̃C1,α . (11)

6



Moreover, since also the Φ−1
k enjoy uniform bounds we find a further constant C̃ = C̃((Φk)k∈N, µ)

such that for k ∈ N and δ ∈ {β, β̃, α} we have

2∑

i,j=1

∥∥uk,xixj ◦ Φ
∥∥
C0,δ(Ω)

+

2∑

i,j=1

∥∥∥∥
∂

∂xi

(
uk,xj ◦ Φ

)∥∥∥∥
C0,δ(Ω)

≤ C̃‖ûk‖C2,δ(Ω). (12)

By smoothness aij ∈ C∞(R2) and a ∈ C∞(R2;R2), we find a bound C̃a for the compact set K :=

BC̃
C1,α

(0) ⊂ R
2 such that

‖a‖C3(K) +
2∑

i,j=1

‖aij‖C3(K) ≤ C̃a. (13)

Thanks to (11) and the compactness of the embedding C1,α(Ω) →֒ C1,β̃(Ω) (see e.g. [1, Theorem

1.31]) we have, after selecting a subsequence, convergence of (ûk)k∈N in C1,β̃(Ω).
For arbitrary ℓ,m ∈ N we consider v := ûℓ − ûm and a corresponding linear boundary value

problem the coefficients and right-hand sides of which depend on ûℓ and ûm. Using the Φk we pull
back the boundary value problems (8) to Ω. For any k ∈ N we have

κûk =

2∑

i,j=1

aij (∇uk ◦ Φk)uk,xixj ◦ Φk (14)

=

2∑

i,j=1

(aij (∇ûk) + [aij (∇uk ◦ Φk)− aij (∇ûk)])
(
ûk,xixj +

[
uk,xixj ◦ Φk − ûk,xixj

])
,

cos(γk) = a (∇uk ◦ Φk) · (νk ◦ Φk) (15)

= (a (∇ûk) + [a (∇uk ◦ Φk)− a (∇ûk)]) · (ν + [νk ◦ Φk − ν]) .

This gives for v the following differential equation

Lv :=

2∑

i,j=1

[aij(∇ûℓ)] vxixj +

2∑

k=1




2∑

i,j=1

ûm,xixj

∫ 1

0

∂aij
∂pk

(∇ûm + t (∇ûℓ −∇ûm))dt


 vxk − κv

=
2∑

i,j=1

aij(∇ûℓ)
(
ûℓ,xixj − ûm,xixj

)
+

2∑

i,j=1

[aij(∇ûℓ)− aij(∇ûm)] ûm,xixj − κ(ûℓ − ûm) (16)

= −
2∑

i,j=1

(
aij (∇ûℓ)

[
uℓ,xixj ◦ Φℓ − ûℓ,xixj

]
+ [aij (∇uℓ ◦ Φℓ)− aij (∇ûℓ)]uℓ,xixj ◦ Φℓ

)

+
2∑

i,j=1

(
aij (∇ûm)

[
um,xixj ◦ Φm − ûm,xixj

]
+ [aij (∇um ◦ Φm)− aij (∇ûm)]um,xixj ◦ Φm

)

together with the boundary condition

Bv :=

2∑

k=1

[∫ 1

0

∂a

∂pk
(∇ûm + t (∇ûℓ −∇ûm))dt · ν

]
vxk

= (a(∇ûℓ)− a(∇ûm)) · ν (17)

= cos(γℓ)− a (∇ûℓ) · [νℓ ◦ Φℓ − ν]− [a (∇uℓ ◦ Φℓ)− a (∇ûℓ)] · (νℓ ◦ Φℓ)

− cos(γm) + a (∇ûm) · [νm ◦ Φm − ν] + [a (∇um ◦ Φm)− a (∇ûm)] · (νm ◦ Φm) .

Defining the constants

cL := cB :=
1

(
1 + C̃2

C1,α

) 3
2

> 0

7



we see that Condition [11, Chapter 3, (3.3)] for all ξ ∈ R
2

2∑

i,j=1

aij(∇ûℓ)ξ
iξj =

|ξ|2 + |ξ|2 |∇ûℓ|
2
− (ξ · ∇ûℓ)

2

(
1 + |∇ûℓ|

2
) 3

2

≥
|ξ|2

(
1 + |∇ûℓ|

2
) 3

2

≥ cL|ξ|
2 (18)

is satisfied as well as Condition [11, Chapter 3, (3.4)]: Putting q(t) := ∇ûm + t (∇ûℓ −∇ûm) we
have

2∑

i=1

[∫ 1

0

∂a

∂pi
(q(t))dt · ν

]
νi =

2∑

i,j=1

∫ 1

0

∂aj

∂pi
(q(t))dt νiνj (19)

=

∫ 1

0

2∑

i,j=1

aij(q(t))ν
iνjdt ≥ cL|ν|

2 = cB .

In view of (11) and β̃ < α we have a further constant c1 = c1(C̃C1,α , κ) such that, independently of
ℓ und m, the coefficients of L and B obey for all i, j ∈ {1, 2} the following estimates:

‖aij(∇ûℓ)‖C0,β̃(Ω) + ‖ − κ‖
C0,β̃(Ω)

+

∥∥∥∥
∫ 1

0

∂a

∂pi
(∇ûm + t (∇ûℓ −∇ûm))dt · ν

∥∥∥∥
C0,β̃(∂Ω)

≤ c1

∥∥∥∥∥∥

2∑

ñ,m̃=1

ûm,xñxm̃

∫ 1

0

∂añm̃
∂pi

(∇ûm + t (∇ûℓ −∇ûm))dt

∥∥∥∥∥∥
C0(Ω)

+

∥∥∥∥
∫ 1

0

∂a

∂pi
(∇ûm + t (∇ûℓ −∇ûm))dt · ν

∥∥∥∥
C1(∂Ω)

(20)

≤ c1

(
1 + ‖ûℓ‖C2(Ω) + ‖ûm‖C2(Ω)

)
,

∥∥∥∥∥∥

2∑

ñ,m̃=1

∫ 1

0

ûm,xñxm̃

∂añm̃
∂pi

(∇ûm + t (∇ûℓ −∇ûm))dt

∥∥∥∥∥∥
C0,β̃(Ω)

+

∥∥∥∥
∫ 1

0

∂a

∂pi
(∇ûm + t (∇ûℓ −∇ûm))dt · ν

∥∥∥∥
C1,β̃(∂Ω)

≤ c1

(
1 + ‖ûℓ‖C2,β̃(Ω) + ‖ûm‖

C2,β̃(Ω)

)
.

Finally we need to estimate the right-hand sides in (16) and (17). We find for k ∈ N and i, j ∈ {1, 2}

ûk,xi =
∂

∂xi
(uk ◦ Φk) =

2∑

ñ=1

Φñ
k,xiuk,xñ ◦ Φk, (21)

ûk,xixj =
∂2

∂xi∂xj
(uk ◦ Φk) =

2∑

ñ,m̃=1

Φñ
k,xiΦm̃

k,xjuk,xñxm̃ ◦ Φk +

2∑

ñ=1

Φñ
k,xixjuk,xñ ◦ Φk.

Making use of (12) and of the convergence in (6) we obtain

∥∥ûk,xixj − uk,xixj ◦ Φk

∥∥
C0(Ω)

=

∥∥∥∥∥
(
Φi

k,xiΦ
j

k,xj − 1
)
uk,xixj ◦ Φk +Φ3−i

k,xiΦ
j

k,xjuk,x3−ixj ◦ Φk

+Φi
k,xiΦ

3−j

k,xjuk,xix3−j ◦ Φk +Φ3−i
k,xiΦ

3−j

k,xjuk,x3−ix3−j ◦ Φk

+

2∑

ñ=1

Φñ
k,xixjuk,xñ ◦ Φk

∥∥∥∥∥
C0(Ω)

(22)

≤ o(1)




2∑

ñ,m̃=1

∥∥uk,xñxm̃ ◦ Φk

∥∥
C0(Ω)

+

2∑

ñ=1

∥∥uk,xñ ◦ Φk

∥∥
C0(Ω)




≤ o(1)
(
‖ûk‖C2(Ω) + C̃C1,α

)
,
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and similarly

∥∥ûk,xixj − uk,xixj ◦ Φk

∥∥
C0,β̃(Ω)

≤ o(1)
(
‖ûk‖C2,β̃(Ω) + C̃C1,α

)
. (23)

By virtue of (13) and product and chain rule we have for i, j ∈ {1, 2} and k ∈ N:

‖aij (∇uk ◦ Φk)− aij (∇ûk)‖C0(Ω) ≤ o(1)C̃1,α,

‖aij (∇uk ◦ Φk)− aij (∇ûk)‖C0,β̃(Ω) ≤ o(1)C̃1,α, (24)

‖a (∇uk ◦ Φk)− a (∇ûk)‖C1(∂Ω) ≤ o(1)
(
C̃1,α + ‖ûk‖C2(Ω)

)
,

‖a (∇uk ◦ Φk)− a (∇ûk)‖C1,β̃(∂Ω) ≤ o(1)
(
C̃1,α + ‖ûk‖C2,β̃(Ω)

)
.

Thanks to Assumption (6) concerning domain convergence we have

‖νk ◦ Φk − ν‖
C1,β̃(∂Ω) = o(1). (25)

We combine (7), (22), (23), (24), and (25) and see that the right-hand sides in (16) and (17) can be
estimated as follows:

‖Lv‖C0(Ω) ≤ o(1)
(
1 + ‖ûℓ‖C2(Ω) + ‖ûm‖C2(Ω)

)
,

‖Lv‖
C0,β̃(Ω) ≤ o(1)

(
1 + ‖ûℓ‖C2,β̃(Ω) + ‖ûm‖

C2,β̃(Ω)

)
, (26)

‖Bv‖C1(∂Ω) ≤ o(1)
(
1 + ‖ûℓ‖C2(Ω) + ‖ûm‖C2(Ω)

)
,

‖Bv‖
C1,β̃(∂Ω) ≤ o(1)

(
1 + ‖ûℓ‖C2,β̃(Ω) + ‖ûm‖

C2,β̃(Ω)

)
.

Since the conditions (18), (19) are satisfied, we may apply [11, Chapter 3, Theorem 3.1] and use
the estimate [11, Chapter 3, (3.5)]. Making further use of (20) and (26) we find a constant c2 =
c2(C̃C1,α , cL, cB), which is independent of ℓ and m, and the following estimate:

‖v‖2,β̃(Ω) ≤ c2

(
o(1)

(
1 + ‖ûℓ‖C2,β̃(Ω) + ‖ûm‖

C2,β̃(Ω)

)
+ ‖v‖C0(Ω)

+ ‖v‖C1(Ω)

(
1 + ‖ûℓ‖C2,β̃(Ω) + ‖ûm‖

C2,β̃(Ω) +
(
‖ûℓ‖C2(Ω) + ‖ûm‖C2(Ω)

)1+β̃
))

.

Applying the interpolation inequality in Hölder spaces

∀w ∈ C2,β̃(Ω) : ‖w‖C2(Ω) ≤ c3‖w‖
1

1+β̃

C2,β̃(Ω)
‖w‖

β̃

1+β̃

C1(Ω)
(27)

(see e.g. [11, Chapter 3, (2.1)] or [15]) we end up with the following crucial estimate

‖v‖2,β̃(Ω) ≤ c
(
o(1) + ‖v‖C1(Ω)

)(
1 + ‖ûℓ‖C2,β̃(Ω) + ‖ûm‖

C2,β̃(Ω)

)
. (28)

Here, c = c(C̃C1,α
, c3, cL, cB) is a constant which is independent of ℓ and m.

We assume now by contradiction that the sequence (ûk)k∈N is unbounded C2,β̃(Ω). Then one
could select a subsequence (ûki

)i∈N such that

‖ûki+1
‖
C2,β̃(Ω) ≥ 2‖ûki

‖
C2,β̃(Ω) and ‖ûki

‖
C2,β̃(Ω) ≥ 1

holds true for all i ∈ N. We introduce ℓ(i) = ki+1, m(i) = ki and vi = ûℓ(i) − ûk(i). Inequality (28)
implies then that

‖ûki+1
‖
C2,β̃(Ω) = 2‖ûki

+ ûki+1
− ûki

‖
C2,β̃(Ω) − ‖ûki+1

‖
C2,β̃(Ω)

≤ 2‖ûki
‖
C2,β̃(Ω) + 2‖vi‖C2,β̃(Ω) − ‖ûki+1

‖
C2,β̃(Ω) ≤ 2‖vi‖C2,β̃(Ω)

≤ 2c
(
o(1) + ‖vi‖C1(Ω)

)(
1 + ‖ûki

‖
C2,β̃(Ω) + ‖ûki+1

‖
C2,β̃(Ω)

)
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≤ 5c
(
o(1) + ‖vi‖C1(Ω)

)
‖ûki+1

‖
C2,β̃(Ω).

Since the C1,β̃(Ω)-convergence of (ûk)k∈N implies ‖vi‖C1(Ω) → 0 for i → ∞, we conclude that

‖ûki+1
‖
C2,β̃(Ω) ≤ ‖ûki+1

‖
C2,β̃(Ω)/2 for sufficiently large i. In view of ‖ûki+1

‖
C2,β̃(Ω) ≥ 1 > 0 we

achieve a contradiction.
To conclude: We have shown so far that (ûk)k∈N is bounded in C2,β̃(Ω). Due to β < β̃, C2,β̃(Ω)

is compactly embedded in C2,β(Ω). Hence we find a ũ ∈ C2,β(Ω) such that after selecting a sub-
sequence, (ûk)k∈N converges in C2,β(Ω) to ũ ∈ C2,β(Ω). Employing the convergence properties (7),
(22), (24) and (25) we conclude from the fact that the ûk solve the boundary value problems (14,
15) that

κũ = lim
k→∞

2∑

i,j=1

(
aij (∇ûk)︸ ︷︷ ︸
→aij(∇ũ)

+ [aij (∇uk ◦ Φk)− aij (∇ûk)]︸ ︷︷ ︸
→0

)(
ûk,xixj

︸ ︷︷ ︸
→ũ

xixj

+
[
uk,xixj ◦ Φk − ûk,xixj

]
︸ ︷︷ ︸

→0

)

=
2∑

i,j=1

aij (∇ũ) ũxixj ,

cos(γ) = lim
k→∞

(
a (∇ûk)︸ ︷︷ ︸
→a(∇ũ)

+ [a (∇uk ◦ Φk)− a (∇ûk)]︸ ︷︷ ︸
→0

)
·
(
ν + [νk ◦ Φk − ν]︸ ︷︷ ︸

→0

)
= a (∇ũ) · ν.

Hence, ũ solves the capillarity problem (10) and by uniqueness, ũ = u follows.
Since the previous reasoning applies also to any subsequence of (ûk)k∈N, a standard reasoning by

contradiction shows that the whole sequence converges to u.

Since in Section 2 we have deduced uniform C1,α-bounds the preceding theorem yields the fol-
lowing stability result.

Corollary 10. Let Ω ⊂ R
2 be a simply connected bounded C4-smooth domain with exterior unit

normal ν : ∂Ω → S
1, U = {x ∈ R

2 : dist(x,Ω) < µ} for some small enough µ > 0 a neighbourhood.
Suppose that κ > 0 and γ ∈ (0, π/2]. We consider a sequence (Φk)k∈N of C4-diffeomorphisms
Φk : U → Φk(U) satisfying

‖Φk − Id ‖C4(Ω) → 0, (k → ∞).

Let Ωk := Φk(Ω) ⊂ R
2 denote the C4-smooth image domains and νk : ∂Ωk → S

1 their exterior unit
normals. Let uk ∈ C3(Ωk) be the uniquely determined solutions of the capillarity problems

div


 ∇uk√

1 + |∇uk|
2


 = κuk, in Ωk,

∇uk · νk√
1 + |∇uk|

2
= cos(γ), on ∂Ωk.

Then there exists a Hölder exponent β ∈ (0, 1) such that we have the following convergence of the
perturbed solutions to the original solution:

‖uk ◦ Φk − u‖C2,β(Ω) → 0, k → ∞.

Proof. We combine Corollary 7 and Proposition 8 to conclude from the C4-convergence of Φk

to Id that there exists a Hölder exponent α = α(Ω, (Φk)k∈N, κ, γ, µ) and a constant CC1,α =
CC1,α(Ω, κ, γ, µ) such that we have for all k ∈ N the following uniform C1,α-estimate

‖uk‖C1,α(Ωk)
< CC1,α .

The claim follows now from Theorem 9.

4 Convexity of capillary surfaces in domains close to a disk

4.1 Radially symmetric solutions

In case that Ω is a disk the solution to the capillarity problem is radially symmetric and hence, this
problem becomes much simpler. Indeed, in this situation we have the following convexity result by
Brulois [2] from 1982. For the reader’s convenience we also recall its proof.
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Lemma 11. Consider arbitrary R > 0, x0 ∈ R
2, κ > 0 and γ ∈ [0, π/2) and let Ω := BR(x0).

Then the solution u of (1, 2) is uniformly convex in the sense that the eigenvalues of Hessu(x) are
uniformly bounded from below by a strictly positive number.

Proof. We may assume x0 = 0. Rotational symmetry of the solution is immediate due to uniqueness.
Writing w(|x|) = u(x), (1, 2) is transformed into the following ODE-problem:

d

dr

[
rw′(r)√
1 + w′(r)2

]
= κrw(r) for r ∈ [0, R], w′(0) = 0, w′(R) = cot(γ). (29)

Integration yields

r
w′(r)√

1 + w′(r)2
= κ

∫ r

0

τw(τ)dτ. (30)

By assumption, γ ∈ [0, π/2) implying that w 6≡ 0. Lemma 2 yields that w > 0 on [0, R]. (30) shows
then that w′ > 0 for r ∈ (0, R], so that w(r) > w(0) > 0 on (0, R]. Integrating (30) by parts gives

w′(r)√
1 + w′(r)2

=
1

r
κ

∫ r

0

τw(τ)dτ =
1

2
κrw(r)−

1

r
κ

∫ r

0

τ2

2
w′(τ)dτ <

1

2
κrw(r). (31)

We combine (29) and (31) and find for r ∈ (0, R]

κrw(r) =
r

(1 + w′(r)2)
3
2

w′′(r) +
w′(r)√

1 + w′(r)2
<

r

(1 + w′(r)2)
3
2

w′′(r) +
1

2
κrw(r).

Hence, we have for r ∈ [0, R]

w′′(r) ≥
1

2
κw(r)

(
1 + w′(r)2

) 3
2 ≥

1

2
κw(0) > 0.

This means that for u(x) = w(| · |), Ω ∋ x 6= 0 and ξ ∈ R
2 one has

2∑

i,j=1

uxixj (x)ξiξj =

[
1

|x|

(
x1

x2

)
· ξ

]2
w′′(|x|)︸ ︷︷ ︸

>0

+

[
1

|x|

(
−x2

x1

)
· ξ

]2
w′(|x|)

|x|︸ ︷︷ ︸
>0

≥ min

{
w′′(|x|),

w′(|x|)

|x|

}
|ξ|2.

Since limrց0
w′(r)

r
= w′′(0) > 0 there is a positive number λ0 > 0 such that min

{
w′′(|x|), w′(|x|)

|x|

}
≥

λ0. This finally shows the claimed uniform convexity:

∀x ∈ Ω, ∀ξ ∈ R
2 :

2∑

i,j=1

uxixj (x)ξiξj ≥ λ0|ξ|
2.

4.2 Close to a disk

In view of the stability result from Corollary 10 it is now evident that convexity of radial solutions
over disks as just proved in Lemma 11 remains under small domain perturbations. This means that
we may now give the proof of our main result.

Proof of Theorem 1. According to Lemma 11, u := uId is uniformly convex meaning that there exists
a positive constant λ0 > 0 such that the eigenvalues λ1, λ2 : Ω → R of Hessu are bounded from
below by λ0. We always choose λ1(x) to be the smaller eigenvalue.

We assume by contradiction that there is no ε > 0 as in Theorem 1. Then one would find a
sequence of diffeomorphisms Φk → Id in C4(Ω) such that uk := uΦk

is not uniformly convex. We
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find then a sequence xk ∈ Ωk, such that Hessuk(xk) is not (strictly) positive definit. This means
that λ1(uk, xk) ≤ 0. By compactness we may assume, after possibly passing to a subsequence, that
(x̂k := Φ−1

k (xk))k∈N ∈ Ω converges to some x0 ∈ Ω.
According to Corollary 10 the sequence (ûk := uk◦Φk)k∈N converges in C2(Ω) to u. In particular,

‖ûk‖C2(Ω) is uniformly bounded and making use of (22) we find for i, j ∈ N

∥∥ûk,xixj − uk,xixj ◦ Φk

∥∥
C0(Ω)

→ 0, k → ∞.

Since Φk → Id in C4(Ω), convergence of Hessuk(xk) to Hessu(x0) follows; we have for i, j ∈ {1, 2}:

∣∣uk,xixj (xk)− uxixj (x0)
∣∣ ≤

∣∣uk,xixj (xk)− uk,xixj ◦ Φk(x̂k)
∣∣

︸ ︷︷ ︸
=0

+
∣∣uk,xixj ◦ Φk(x̂k)− ûk,xixj (x̂k)

∣∣
︸ ︷︷ ︸

→0

+
∣∣ûk,xixj (x̂k)− uxixj (x̂k)

∣∣
︸ ︷︷ ︸

→0

+ |uxixj (x̂k)− uxixj (x0)|︸ ︷︷ ︸
→0

→ 0.

Since eingenvalues of matrices depend continuously on the matrix entries we would end up with

0 ≥ lim
k→∞

λ1(uk, xk) = λ1(u, x0) ≥ λ0 > 0,

a contradiction.
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